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A B S T R A C T   

Biojet-fuel represents a promising avenue for decreasing CO2 emissions within the aviation industry. Among 
different biojet-fuel production processes, the Alcohol-to-Jet (ATJ) process stands out as highly promising. 
Despite its potential, the ATJ process currently faces economic challenges due to low yields and high energy 
usage. This study introduces a strategy for enhancing the economic feasibility of the ATJ process through process 
intensification, specifically by incorporating a novel reactive distillation column in the oligomerization stage. 
This innovative process was evaluated and compared with its conventional counterpart. The total annual cost, 
eco-indicator 99, and individual risk were chosen as critical parameters for assessing the improvements in cost, 
environmental impact, and safety brought about by the reactive column. Additionally, control studies were 
conducted using both Proportional-Integral (PI) and Model Predictive Control (MPC) controllers to determine the 
feasibility of operating the reactive distillation column. The results suggest that the reactive distillation process 
offers 20 % cost savings, reduces environmental impact by 50 %, and lowers risk by 22 % when compared to the 
conventional process. In terms of control strategies, the study found that the catalytic column can be successfully 
operated using both traditional feedback control and more advanced techniques, such as model predictive 
control.   

1. Introduction 

Energy has a crucial role in society since it is used to produce and 
provide commodities and services essential for humankind, such as 
polymers, fertilizers, natural gas, and liquid fuels. Currently, the trans
portation sector is the largest energy consumer. In the United States 
alone, the transportation sector represents around 37 % of the country’s 
total energy consumption, which exceeds the energy use of other sectors 
such as industrial or residential [1]. In addition, it is projected that the 
energy consumption of this sector will increase up to 130 % by 2050 [2]. 
Meanwhile, the U.S. Energy Information Administration (EIA) reports 
that approximately 90 % of the total energy consumption of the trans
portation sector is derived from fossil sources [1]. This fact, combined 
with the fast consumption growth, underscores the need to replace fossil 
fuels with sustainable alternatives to reduce CO2 emissions. Despite the 
Covid-19 pandemic, the aviation sector has shown the fastest growth in 
recent years among all transportation means and is expected to double 

its size and emissions by 2050, representing a 700 % increase in CO2 
emissions since 2005 according to data presented by the International 
Air Transport Association (IATA) [2–6]. Accordingly, the IATA has 
committed to halving the CO2 emissions of the aviation industry by 2050 
[5,6]. To achieve this, the aviation industry has explored alternatives 
such as reducing fuel consumption by searching for new routes, 
improving aircraft turbine efficiencies, and developing and using alter
native environmentally friendly fuels [6–8]. Among these alternatives, 
the use of sustainable aviation fuel (SAF), also known as biojet-fuel, is 
considered the most promising alternative to reduce emissions by the 
IATA [5,6]. 

Biojet-fuel is a mixture of hydrocarbons with boiling points between 
C8 and C16, a range similar to the hydrocarbons found in fossil jet fuel. 
The main differences between biojet-fuel and fossil jet fuel are the 
absence of aromatic compounds and lower levels of branched hydro
carbons in biojet-fuel [9,10]. The biojet-fuel can be produced from 
different sources of biomass, such as lignocellulosic wastes, fatty acids, 

* Corresponding author. 
E-mail address: jquiroz@ciatec.mx (J.J.Q. Ramírez).  

Contents lists available at ScienceDirect 

Chemical Engineering and Processing - Process  
Intensification 

journal homepage: www.elsevier.com/locate/cep 

https://doi.org/10.1016/j.cep.2023.109548 
Received 12 May 2023; Received in revised form 6 September 2023; Accepted 8 September 2023   

mailto:jquiroz@ciatec.mx
www.sciencedirect.com/science/journal/02552701
https://www.elsevier.com/locate/cep
https://doi.org/10.1016/j.cep.2023.109548
https://doi.org/10.1016/j.cep.2023.109548
https://doi.org/10.1016/j.cep.2023.109548
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cep.2023.109548&domain=pdf


Chemical Engineering and Processing - Process Intensification 193 (2023) 109548

2

triglycerides, sugars, wood, and starchy biomasses. However, each type 
of biomass requires a different process to convert it into SAF. Currently, 
there are only six certified processes to produce biojet-fuel for com
mercial flights: Fischer–Tropsch (FT), Hydroprocessed Esters and Fatty 
Acids (HEFA), Direct Sugars to Hydrocarbons (DSHC), Fischer–Tropsch 
with Aromatics (FT-SPK/A), Alcohol to Jet (ATJ-SPK), and 
Co-processing of renewable lipids with crude oil-derived middle distil
late [8]. Among all the biojet-fuel routes, the ATJ process is one of the 
most attractive due to the variety of biomasses and alcohols that can be 
used to produce jet fuel. Moreover, alcohols are produced in abundance, 
which offers logistical flexibility. 

The ATJ process consists of four steps: alcohol dehydration, olefin 
oligomerization, hydrogenation, and hydrocarbon separation. Although 
the ATJ process uses well-established technologies that have been 
employed for many years in the chemical industry, there are still several 
challenges to overcome in order to achieve an economically feasible 
process. According to previous researches, the low conversion yields 
from biomass to alcohols and the high energy consumption required for 
alcohol purification are the primary factors that hinder the ATJ proc
ess’s economic viability [8]. Therefore, it is of utmost importance to 
develop more efficient bioprocesses for alcohol production. However, it 
is important to note that alcohol production is not part of the ATJ pro
cess. Furthermore, certain stages of the process, such as alcohol dehy
dration, oligomerization and hydrogenation, have high energy 
consumption which needs to be decreased to improve the process’s 
economic feasibility [8]. Some studies have focused on improving the 
dehydration, oligomerization, and hydrogenation stages of the ATJ 
process through process intensification, heat integration, and the 
development of new catalysts, among other methods, in order to 
compensate for the high costs and low yields of alcohol production. 
Nevertheless, there are limited studies in this area. 

Romero-Izquierdo et al. [8] intensified the separation zone of the 
ATJ process, which consists of several distillation columns. They pro
posed different thermally coupled arrangements and heat integration 
configurations to reduce energy consumption, CO2 emissions, and 
operational costs. Their results showed that thermally coupled distilla
tion systems could reduce the energy requirements of the ATJ process by 
only 5 % compared to conventional arrangements. However, energy 
savings of up to 34.75 % can be achieved when heat integration is 
applied. Dagle et al. [11] studied the production of different fuels and 
their properties by controlling the degree of branching of iso-olefins 
obtained from butene oligomerization. They found that selecting 
appropriate parameters such as temperature, weight hourly space ve
locity, nature of butene feedstock, and proper catalyst choice can 
improve the production of fuels such as gasoline and jet-fuel, which 
significantly impacts the reduction of separation costs. 

Saavedra Lopez et al. [12] reported a solid catalysts based on zeolites 
and polymeric resins to improve the selectivity of hydrocarbons for fuel 
production during the oligomerization of propene and isobutene. They 
found that the H-beta catalyst at 200 ◦C can produce significant quan
tities of hydrocarbons in the jet-fuel range. Moreover, these hydrocar
bons, with the proper hydrotreating process, can generate jet-fuel that 
meets ASTM 7566 specification. Brooks et al. [13] studied the oligo
merization stage of the ATJ process, which is one of the most crucial 
parts of the process since this is where the C12 hydrocarbons required 
for jet-fuel are produced. They examined several processes that use in
termediate olefins such as butene, hexene, or polypropylene to produce 
biojet -fuel. Their results showed that the butene route produces oligo
mers to C12 more efficiently than other intermediates, with a selectivity 
of more than 90 %. Additionally, they concluded that future work should 
focus on quantifying yields, capital and operating requirements, and 
external energy requirements. 

As aforementioned, most of the previous works have focused on 
intensifying the separation zone and improving the reaction zone 
through the search for new catalysts or novel chemical routes. However, 
the possibility of implementing reactive distillation in the 

oligomerization zone has not been explored to date. Reactive distillation 
(RD) combines the reaction and separation stages into a single piece of 
equipment, resulting in several benefits such as lower capital costs, 
energy savings, and improved safety due to fewer process equipment are 
required [14,15]. Reactive distillation has been successfully imple
mented in several processes. A good example of this is the methyl acetate 
process, which was traditionally performed using a reactor and a set of 
nine distillation columns. This process was replaced by Eastman Kodak 
Company with just one reactive distillation column, which achieves near 
100 % conversion of the reactants and drastically reduces the operating 
costs of the process [15]. Another example of successful implementation 
of reactive distillation in the industry is observed in the production of 
Methyl tert-butyl ether (MTBE), which is used as an octane booster. The 
conventional process to produce MTBE consists of a catalytic reactor 
with an excess of methanol. However, several reactive distillations are 
required to separate the MBTE-Methanol mixture and the 
isobutylene-Methanol due to the formation of azeotropes. However, the 
reactive distillation process only requires one column, achieving com
plete conversion of methanol and isobutylene while eliminating the 
azeotropes during the process. The company Chemical Research and 
Licensing Company is pioneering the commercialization of this tech
nology [16]. Additionally, numerous alkylation reactions, such as aro
matic to olefin and alkyl aromatic, are optimally performed using the 
reactive distillation This is not just because of the reaction equilibrium 
shift caused by in situ separation, but also because it suppresses un
wanted side reactions like alkyl aromatic to olefin and di-alkyl aromatic. 
An example of this is the reaction between propene and benzene to 
create cumene [15,17]. Contreras-Zarazua et al. [18,19] proposed 
several alternative methods for producing Diphenyl Carbonate (DPC) 
through reactive distillation. These methods include conventional 
reactive distillation, thermally coupled reactive distillation, and reactive 
distillation with vapor recompression. Their findings indicated that 
certain configurations have the potential to reduce total annual cost by 
up to 50 %. In the case of bio jet fuel production, Gutierrez-Antonio et al. 
[2] proposed a novel reactive distillation column to enhance the 
hydrotreating process. This column integrates the hydrocracking and 
hydro-isomerization stages into a single reactive column, allowing for 
up to a 25 % reduction in energy and CO2 emissions compared to the 
conventional process. 

Nonetheless, reactive distillation has drawbacks due to its highly 
nonlinear behavior, such as multiple steady states, changes in process 
gain signs (bi-directionality), strong interaction between process vari
ables, and high sensitivity to disturbances on operating variables. These 
challenges could make reactive distillation columns difficult to control 
and operate. For these reasons, performing control studies on these 
processes is of utmost importance [20–22]. In this regard, numerous 
works have focused on developing, and applying different control stra
tegies to reactive distillation columns; these control strategies range 
from typical feedback control strategies to advanced predictive control 
techniques. In this sense, one of the best compilations about control of 
reactive distillation columns is presented by Luyben [22]. 

In this work, a novel reactive distillation column was designed for 
the oligomerization stage of the ATJ process to explore the feasibility of 
its implementation. The design parameters and operating conditions of 
the column were selected to maximize the hydrocarbon’s the necessary 
physical properties for jet fuel, as specified by the ASTM D7566-21 
standard [23]. To determine the benefits and improvements of the 
reactive distillation, its economic, environmental, and safety aspects 
were compared to those of the conventional oligomerization counter
part. The metrics used to quantify these aspects were the total annual 
cost, Eco-indicator 99, and individual risk, respectively. Owing to the 
complexity of the novel reactive distillation equipment, a control study 
was performed in order to determine the feasibility of operation. The 
control study comprised a comparison of using feedback control tech
niques using proportional-integral controllers (PI) and model predictive 
control. 
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2. Conventional process design and simulation 

The ATJ process has the capability to use one or more types of al
cohols for biofuel production. However, in this study, it is assumed that 
the ATJ process only uses ethanol as raw material, since it is the most 
produced and widely available alcohol. The ethanol is dehydrated to 
produce ethylene, which is then fed into an oligomerization stage. This 

stage is crucial in the ATJ process because it produces the necessary 
hydrocarbon chains (C8-C16) for biojet-fuel, and this stage also requires 
significant amounts of energy. For these reasons, this study is focused on 
the oligomerization zone. It is assumed that only ethylene is fed to the 
oligomerization stage and only linear olefins are produced; this 
assumption is realistic according to previous studies that used different 
catalysts [24–26]. Additionally, it is common practice to add an isom
erization reactor after hydrogenation or oligomerization stages in order 
to obtain branched hydrocarbons [27–29]. Both conventional and 
intensified processes were designed and simulated using Aspen Plus 
software. The Soave–Redlich–Kwong (SRK) thermodynamic model was 
employed to simulate the conventional process and the reactive distil
lation column, since it is suitable for the linear hydrocarbons present in 
the system and the pressure and temperature conditions required for 
oligomerization. This thermodynamic approach was selected based on 
Carlson’s algorithm [30]. 

Fig. 1(a) shows a flowsheet of the oligomerization stage for the ATJ 
process. Please note that the oligomerization stage consists of three main 
pieces of equipment: an oligomerization reactor, a distillation column, 
and a compressor. In this work, it is considered that a mass flowrate of 
2100 kg/h of pure ethylene is fed to the oligomerization stage. This feed 
flowrate was chosen in order to generate 1269 kg/h of SAF, which is 
equivalent to 10,786.5 tons per year of jet-fuel according to the data 
presented by Rivas-Iteran et al. [31]. This quantity is proposed in order 
to satisfy one-fifth of the jet-fuel required at Mexicós City airport each 
year, which is the largest airport in the country [23]. This ethylene is 
converted into linear olefins in the oligomerization reactor using a 
Nickel (II)-Exchanged Silica–Alumina catalyst [32,33]. The reactions 
that occur with this catalyst, along with their respective rate expres
sions, are represented in Eqs. (1)–(8) [33]. It’s crucial to mention that 
these reaction rates are measured in units of (kmol/ s⋅kgcat). This is 
because they are part of a reaction involving a heterogeneous catalyst 
[33]. These reactions can be performed at temperatures between 100 
and 400 ◦C and pressures of 1–30 atm [32,34]. The kinetic parameters 
for these reactions fit the Arrhenius equation and were taken from 
Sanchez-Ramirez et al. [33]. The kinetic parameters of these reactions 
are shown in Table 1. As detailed by Heydenrych et al. [32] the oligo
merization reactions of ethylene take place in both the vapor and liquid 
phases. Lighter olefins, such as ethylene and butene, are involved in 

vapor phase reactions, while olefins heavier than C6 are produced in the 
liquid phase. 

2C2H4 →
k1 C4H8 r1 = k1C2

C2H4
Gas phase reaction (1)  

2C4H8 →
k2 C8H16 r2 = k2C2

C4H8
Gas phase reaction (2)  

It is important to note that the reactions involved occur in a 
sequential manner (a set of series reactions), making residence time 
crucial for producing the desired olefins. The oligomerization reactor 
was designed as an isothermal tubular reactor (PFR block), based on the 
methodology presented by Fogler [35] for handling complex reactions. 
In this sense, according to Yang et al. [36], hydrocarbons ranged be
tween C10 and C16 are usually the most abundant compounds in biojet 
fuel, and consequently, the properties of jet fuel depend largely on these 
compounds. As such, the reactor volume was chosen to maximize the 
production of C10-C16 alkenes to obtain a hydrocarbon distribution that 
can meet the biojet-fuel specifications according to ASTM D7566-21. 
This standard specifies that biojet-fuel produced via the ATJ process 
must have a boiling point ranging from 205 to 300 ◦C at atmospheric 
pressure and a density between 730 and 770 kg/m3 at 15 ◦C [23]. To 
evaluate the mixture’s properties, a stoichiometric reactor and two heat 
exchangers were used. The stoichiometric reactor is employed to hy
drogenate the oligomerization products, and the heat exchangers are 
used to calculate the boiling point temperatures and densities. Please 
note that these pieces of equipment were only used to verify the prop
erties of the mixture; therefore, they are not included in the process flow 
diagram. The flowsheet used to test the properties is shown in Fig. S1 of 
the supplementary material. 

After the olefins are produced, the lighter olefins are separated from 
the heavier ones (C6-C16) using a conventional distillation column with 
a partial condenser. The light olefins are recovered as vapor at the top of 
the column and sent to a compressor, which increases their pressure 
before recycling them to the oligomerization reactor. The heavier olefins 
are removed from the bottom of the column. The number of trays in this 
column was calculated using the DSTW block. Once the number of trays 
and the feed tray of the column were determined, the RADFRAC block 
was employed to simulate it rigorously. 

3. Design and simulation of the reactive distillation column 

The intensification of the oligomerization zone was carried out 
through reactive distillation specifically a catalytic reactive distillation 
column. The term ’catalytic distillation’ is applied for such reactive 
distillation systems where a heterogeneous catalyst is used to accelerate 

C2H4 + C4H8 →
k3 C6H12 r3 = k3CC2H4 CC4H8 Gas phase reaction (3)  

C2H4 + C6H12 →
k4 C8H16 r4 = k4CC2H4 CC6H12 Liquid phase reaction (4)  

C2H4 + C8H16 →
k5 C10H20 r5 = k5CC2H4 CC8H16 Liquid phase reaction (5)  

C2H4 + C10H20 →
k6 C12H24 r6 = k6CC2H4 CC10H20 Liquid phase reaction (6)  

C2H4 + C12H24 →
k7 C14H28 r7 = k7CC2H4 CC12H24 Liquid phase reaction (7)  

C2H4 + C14H28 →
k8 C16H32 r8 = k8CC2H4 CC14H28 Liquid phase reaction (8)   
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the reaction. Fig. 1(b) shows the scheme of the intensified reactive 
distillation column. This reactive column consists of an intermediate 
reactive zone where the catalyst is located and the entire set of reactions 
takes place. Below and above this reaction zone are located separation 
stages, which are responsible for separating the light and heavy olefins. 
Please note in Fig. 1(b) that the light olefins are removed from the top of 
the column whereas the heavy olefins (C6-C8) are removed from the 
bottoms. 

The reactive distillation column was designed and simulated using 
the RADFRAC module, which includes and solves the comprehensive set 
of MESH equations. As in the conventional process, the design of the 
reactive distillation column aimed to achieve an appropriate hydrocar
bon distribution of olefins at the column’s bottom in order to ensure 
suitable physiochemical properties for bio jet fuel [37]. The Soa
ve–Redlich–Kwong (SRK) thermodynamic model was used to simulate 
the column, chosen based on Carlson’s algorithm [30]. 

The design of a reactive distillation column involves numerous var
iables, such as the total number of trays, feed tray location, reflux ratio, 
reboiler duty, and reactive stage hold-up. All these variables must be 
synergized to achieve the desired hydrocarbon distribution. Given the 
column’s complexity and large number of variables involved, there is no 
general design method for reactive columns. Although some previous 
works have discussed simultaneous design and optimization techniques 
for reactive distillation columns, these methods are not considered 
proper design techniques [16,36]. Additionally, these approaches 
require complex mathematical optimization techniques, lengthy 
computational times, and a preliminary design of the reactive equip
ment before initializing the algorithm. Consequently, these strategies 
may not be ideal for easily exploring process intensification feasibility, 
especially during the early stages. Therefore, this work assesses the 
feasibility of an intensified process for the oligomerization zone using 
reactive distillation by designing the intensified equipment through a 
sensitivity analysis. It is worth noting that sensitivity analysis has been 
employed in previous studies for the design of reactive distillation col
umns [22,38,39]. The design variables for the catalytic column include 
the total number of stages, feed tray location, and reactive stages, while 
the operative variables encompass the reflux ratio, reboiler duty, and 

liquid and vapor hold-ups. As a result, there are six degrees of freedom 
that can be manipulated to achieve a suitable design. The steps and 
procedures used to generate the catalytic column design are as follows:  

1 Guess the total number of stages (NSi) for the catalytic column.  
2 Guess the ethylene feed stage location (FSi).  
3 Guess the liquid hold-up.  
4 Vary the vapor hold-up.  
5 Adjust the reflux ratio and reboiler duty to obtain a hydrocarbon 

distribution similar to that reported by Li et al. [37].  
6 Return to step 3 and repeat steps 4 and 5.  
7 Return to step 2 and repeat steps 3, 5, and 6 until obtaining a suitable 

hydrocarbon distribution and minimum reboiler duty.  
8 Return to step 1 and repeat the entire procedure until maximizing the 

production of C12. 

4. Performance criteria 

In this section, the indices used to compare the conventional and 
intensified oligomerization processes are explained. As previously 
mentioned, the total annual cost, eco-indicator 99, and individual risk 
are the metrics used to evaluate the economic, environmental, and 
safety aspects of the processes. These criteria were selected in accor
dance with the twelve principles of green and sustainable processes 
proposed by Jiménez-González and Constable [40] which chemical 
processes must fulfill. 

4.1. Total Annual Cost (TAC) 

The Total Annual Cost (TAC) is a common metric employed to assess 
the economic performance of different chemical process options. TAC 
includes the sum of the annualized capital cost and operating cost. 
Capital costs involve expenses related to constructing process equip
ment, including condensers, reboilers, distillation columns, trays, pro
cess vessels, and compressors. On the other hand, operating costs 
encompass expenses for electricity, cooling water, steam, among others. 
Mathematically, TAC can be expressed as follows: 

TAC =
Capital cost

Payback period
+ Operating cost (9) 

Carbon steel was the construction material considered, and a 
payback period of ten years was considered. The TAC was calculated by 
the Guthrie’s method and using the parameters and equations reported 
by Turton et al. [41]. Sieve-type trays with 0.61 m spacing were 
considered for distillation columns. The utilities costs were calculated 
considering 8500 h of operation per year. The utilities used in this study 
and their respective cost are: low-pressure steam (160 ◦C, $14.05/GJ), 
medium-pressure steam (184 ◦C, $14.83/GJ), high-pressure steam 
(254 ◦C, $17.7/GJ), Fire heat (300 ◦C, $20.92/GJ) cooling water 
($0.354/GJ) and electricity ($16.8/GJ) [41]. For further details, the 

Fig. 1. (a) Conventional oligomerization process (b) Intensification of oligomerization zone using a catalytic reactive distillation column.  

Table 1 
Reactions and reaction rates expressions for the oligomerization of ethylene 
using Nickel (II)-Exchanged Silica–Alumina Catalyst [33].  

Reaction Number Pre-exponential factor Activation energy (kJ/kmol) 

Reaction 1 38,728.6 4.62 
Reaction 2 3349.12 158.53 
Reaction 3 74,825.7 14.93 
Reaction 4 48,935.42 164.88 
Reaction 5 110,614.01 16.21 
Reaction 6 83,400.86 17.50 
Reaction 7 116,517.95 21.47 
Reaction 8 27,140.87 19.76  
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complete model for TAC calculation and the set of correlations used in 
this work are provided in the supplementary material. 

4.2. Eco-Indicator 99 (EI99) 

The Eco-Indicator 99 was the method used to quantify the environ
mental impact of the processes. It is a life cycle assessment method 
proposed by Goedkoop and Spriensma [42]. This method has been 
successfully implemented in previous studies to evaluate and compare 
the environmental impact of different technologies [43,44]. The EI99 
evaluates multiple environmental impact areas grouped into three pri
mary categories: ecosystem quality, resource depletion, and human 
health. These categories are further divided into eleven sub-categories, 
including climate change, ozone depletion, human toxicity, ecotox
icity, respiratory effects, land acidification, land occupation, fossil fuels, 
mineral extraction, and others. It assigns impact scores to different ac
tivities or processes involved in the life cycle of a product or service, 
such as raw material extraction, manufacturing, transportation, use, and 
disposal. The scores provided by the Eco-Indicator 99 are expressed in 
"eco-points," where a higher score indicates a greater potential envi
ronmental impact. Each point is associated with the 1000th part of the 
environmental load of one average European inhabitant per year [42]. 
This method allows for the comparison of different products or services 
and helps identify areas where improvements can be made to reduce 
environmental burdens. 

It is worth emphasizing that the Eco-Indicator 99 methodology em
ploys an impact assessment approach. This approach involves multi
plying the inventory data (such as quantities of energy, water, and 
emissions associated with a process) by their corresponding character
ization factors (Ci). Previous studies have identified that the most sig
nificant environmental contributions in a chemical process are 
attributable to the steam used for energy, the electricity needed for 
operating cooling utilities, and the steel employed in equipment con
struction [45,46]. Consequently, the data presented in Table 2 corre
spond to the characterization factors for the different impact categories 
related to energy, electricity, and steam. The equation used to calculate 
the Eco-Indicator 99 is expressed as follows: 

EI99 =
∑

i
ω⋅ci⋅as +

∑

i
ω⋅ci⋅ast +

∑

i
ω⋅ci⋅ae (10) 

In the given context, the weighting factor for damage is denoted as ω. 
Ci is the characterization factor for a specific category i. Additionally, as 
represents the amount of steam used by the process, ast represents the 
amount of steel utilized in constructing the equipment, and ael corre
sponds to the electricity required by the process. It is important to note 
that the weighting factor ω represent the importance given to the 
environmental effects originating from the process in the short, medium, 
and long term [47]. In this work, a hierarchical approach was used to 

balance both short-term and long-term environmental impacts. Conse
quently, the weighting factors for major impact categories, such as 
human health, ecosystem quality, and resource depletion, were deter
mined based on the hierarchical analysis outlined by Errico et al. [45] 
and Cheng et al. [39]. Therefore, damages to human health and 
ecosystem are assigned equal importance and weighting, while 
resource-related damages receive half the importance. 

4.3. Individual Risk (IR) 

The metric chosen for safety assessment is the Individual Risk (IR), 
which represents the probability of a person to be affected by an acci
dent. IR is independent of the number of people exposed, since it mea
sures the likelihood of damage based on the distance between the 
accident’s epicenter and the individual’s location. Mathematically, the 
individual risk can be expressed using the following equation: 

IR =
∑

fiPx,y (11) 

where, fi is the occurrence frequency of incident i, whereas Px,y is the 
probability of affectation caused by the incident i. IR is calculated using 
Quantitative Risk Analysis (QRA), which is a method that quantifies 
potential incidents and their consequences. Incidents are categorized 
into continuous releases, caused by ruptures in pipelines or process 
equipment, and instantaneous releases, resulting from catastrophic 
equipment failures. A Hazard and Operability study (HAZOP) was 
employed to identify potential incidents. The incidents identified by the 
HAZOP and their respective frequencies are shown in Fig. S2 of sup
plementary material 

The probability of damage, Px,y, is determined by calculating the 
physical variables (e.g., thermal radiation, overpressure, leak concen
tration) and their respective damages for each incident. The equations 
used to calculate the physical variables of each incident are reported by 
CCPS [48]. A probit model is used to relate these physical variables to 
the damage caused to a person, with death being the considered damage 
[48]. The Probit models associated with deceases by thermal radiation 
(teEr) and overpressure (p◦) are given due to explosions are provided in 
Eq. (12) and Eq. (13), respectively. 

Y = − 14.9 + 2.56ln
(

teE
4
3
r

104

)

(12)  

Y = − 77.1 + 6.91ln(p∘) (13) 

where, Y (dimensionless) is the probit variable, te (s) represents the 
exposure time, Er (W/m2) is the thermal radiation emitted by a fire or 
explosion, and p◦ (Pa) is the overpressure generated by an unconfined 
vapor cloud explosion (UCVE). It is crucial to mention that all calcula
tions were performed based on a representative distance of 50 m. The 
probability (Px,y) which is computed by the substitution of probit 
equations Eqs. (12) and (13) into the following equation: 

Px,y = 0.5
[

1+ erf
(

Y − 5
̅̅̅
2

√

)]

(14) 

For toxic releases, the probability (Px,y) is determined using the LC50 
(Lethal median concentration), since there is a lack of probit models for 
toxic releases of different substances. To calculate the concentrations of 
chemical compounds during a toxic release incident, an atmospheric 
stability type F with a wind speed of 1.5 m/s is assumed, representing 
the worst-case scenario according to Crowl and Louvar [49]. The 
physical properties of each substance used in the consequence assess
ment can be found in Table 3. Additionally, the complete set of equa
tions employed to calculate the physical variables, such as the 
concentration of toxic substances (C), thermal radiation (Er), and over
pressure (p◦), is shown in the supplementary material. This is due to the 
complexity and large number of equations required. Finally, it is 
important to note that the properties listed in Table 3 are used in those 

Table 2 
Characterization factors (Ci) for the different impact categories to for energy, the 
electricity and steam (Heydenrych et al. [32]).  

Impact category Steel (points/kg) ×
10− 3 

Steam (points/ 
kg) 

Electricity (points/ 
kWh) 

Carcinogenic 1.29 × 10− 3 1.180 × 10− 4 4.360 × 10− 4 

Climate change 1.31 × 10− 2 1.27 × 10− 3 4.07 × 10− 3 

Ionizing 
radiation 

4.510 × 10− 4 1.91 × 10− 6 8.94 × 10− 5 

Ozone depletion 4.550 × 10− 6 7.78 × 10− 7 5.41 × 10− 7 

Respiratory 
effects 

8.010 × 10− 2 1.56 × 10− 3 1.01 × 10− 5 

Acidification 2.710 × 10− 3 1.21 × 10− 4 9.88 × 10− 4 

Ecotoxicity 7.450 × 10− 2 2.85 × 10− 4 2.14 × 10− 4 

Land occupation 3.730 × 10− 3 8.60 × 10− 5 4.64 × 10− 4 

Fossil fuels 5.930 × 10− 2 1.24 × 10− 2 1.01 × 10− 2 

Mineral 
extraction 

7.420 × 10− 2 8.87 × 10− 6 5.85 × 10− 5  
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equations. 

5. Control study of reactive distillation column 

Reactive distillation columns are complex and exhibit highly non- 
linear behavior, which can make them difficult to control and operate. 
To determine the operational feasibility of the catalytic distillation 
column, a two-part control study was performed. The first part involves 
the use of integral proportional controllers (PI), which are commonly 
used in the chemical industry. The second part explores the feasibility 
and potential benefits of implementing model predictive control (MPC) 
techniques. The study aims to evaluate if the column can be operated 
using typical control strategies (PI controllers) and assess the advantages 
of predictive control systems in reactive distillation columns. The con
trol study simulates unmeasurable disturbances through changes in 
ethylene feed and other manipulate variables by applying both positive 
and negative disturbances of 1 and 5 %. The integral absolute error (IAE) 
is used as a metric to compare the closed-loop performance of both PI 
and MPC controllers, this index is defined as follows: 

IntegralofAbsuloteError(IAE) =
∫ ∞

0

⃒
⃒y(t) − ysp

⃒
⃒dt (15) 

where, ysp is the value of the set point for control variables, whereas y 
(t) is the value of control variable at any the time. 

5.1. Control using proportional-integral controllers 

The first part of the control study focuses on using proportional in
tegral controllers for the reactive distillation column. It was done using 
Aspen Dynamics software for dynamic simulations. In order to export 
the Aspen Plus simulation to Aspen Dynamics, a pressure drop of 0.0068 
atm per tray (0.1 psi per tray) was considered. This pressure drop was 
also taken into account for the reactive stages due to the lack of infor
mation about the hydraulics of the catalyst. However, it is important to 
note that this pressure drop is considered reasonable and suitable based 
on the information reported by Luyben [22] and Luyben [50]. A typical 
L-V control structure was chosen, it consists of feedback control scheme 
that involves controlling the purity of the bottom stream with reboiler 
duty and the top stream with reflux ratio [51,52]. In addition, this 
arrangement is one of the most used by the industry and has been tested 
successfully in different reactive distillation columns, including a reac
tive distillation column to produce light olefins [38,53]. Fig. 2(a) shows 
the control scheme for the reactive distillation column. It is important to 
highlight, that the most abundant compound in each stream was used as 
a control variable. The PI controlleŕs parameters, gain (Kc) and integral 
time (τi), were tuned by minimizing the IAE, as shown in Fig. 2(b). The 
tuning was conducted within the range of industrial values reported by 
Luyben [22], and each controller was tuned separately. 

5.2. Control using model predictive controllers 

The second part of the control study employs model predictive 
control techniques. In recent years, model predictive control (MPC) has 
become increasingly popular and is on track to be a new industry 
standard. MPC offers benefits over traditional control methods, such as 
anticipating future events and improving safety, as well as reducing 
stabilization time during disturbances, leading to better product quality 
[44]. MPC is based on a multivariable optimization control problem, 
therefore, it requires a mathematical model coupled to real-time process 
information to predict and optimize future responses [54–57]. In this 
work, a state space (SS) model, which is a linear time-invariant model, 
was used to approximate the nonlinear behavior of the process near its 
nominal operation point. Mathematically, the state model can be 
described as follows: 

x′(k) = Ax(k) + Bu(k) (16) Ta
bl
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y(k) = Cx(k) + Dd(k) (17) 

where, x(k) represents the plant states, y(k) is the vector of 
controlled variables, u(k) indicates the vector of manipulated variables, 
and d(k) is the vector of disturbances. Furthermore, A, B, C, and D are 
the model matrices that can be obtained by linearizing the nonlinear 
plant model or through system identification. 

The model of the catalytic column is very complex, since it integrates 
the reaction stage, which contains several chemical reactions, and the 
separation stage in a single unit. Consequently, linearizing of this highly 
nonlinear model is not trivial. Therefore, the state space model was 
obtained using the subspace identification method (system identifica
tion), a technique suitable for complex processes. This approach is a 
common method used to obtain a dynamic model when the process is 
very complex [58–60]. For this study, the dynamic data were obtained 
from Aspen Dynamics, where random step changes were made to the 
manipulate variables. The identification of the dynamic model was 
performed using deviation variables because most oscillations of a 
control variable in a real process oscillate around the nominal operating 
point [58]. In addition, the use of deviation variables or scaled variables 
makes model identification simpler than employing full-scale variables 
[59]. The input variables (manipulated variables) used to identify the 
dynamics are reboiler and condenser duty, reflux rate, and ethylene 
feed, which is considered, at the same time, as a measured disturbance. 
Meanwhile, the output variables involved butene composition in the top 
stream, dodecane (C12) composition in the bottom stream, and pressure 
at the column top. The input-output data were imported into Matlab’s 
System Identification toolbox, where the data were processed, analyzed, 

and the identified model was obtained. 
The state space model obtained through system identification serves 

as the predictor model for the MPC controller. With the predictor model 
established, the next step is to implement and design the predictive 
controller. This requires formulating an optimization problem that must 
be solved at each control interval to determine the optimal adjustments 
for the control variables. The proposed optimization problem consists of 
a quadratic function (QP). The mathematical representation of the 
optimization problem is as follows: 

minJ =
∑ny

j=1

∑p

i=1

(
wi,j

sy
j

⋅
[
rj(k + i|k) − yj(k + i|k)

]
)2 OutputReferenceTracking

+
∑nu

j=1

∑p− 1

i=0

(
wu

i,j

su
j

⋅
[
uj(k + i|k) − uj,target(k + i|k)

]
)2 ManipulatedVariableTracking

+
∑nu

j=1

∑p− 1

i=0

(
wΔu

i,j

su
j

⋅
[
uj(k + i|k) − uj(k + i|k)

]
)2 ManipulatedVariableMoveSuppression

(18) 

Subjet to: 

uj,min(i)
su

j
≤

uj(k + i|k − 1|k)
su

j
≤

uj,max(i)
su

j 

where, ny is the current number of output plant variables, nu repre
sents number of manipulated variables, p is the prediction horizon, k is 
the current control interval yj(k + i|k) corresponds to the predicted value 

Fig. 2. (a) Control scheme using PI controllers (b) Flowchart of the tuning procedure for PI controllers.  
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for the output plant j at i prediction horizon step, rj(k + i|k) is the 
reference value of output j at i prediction horizon state, sy

j is the scale 
factor j plant output, in engineering units, wy

i,j, wu
i,j, wΔu

i,j are the tuning 
weights for the j manipulate variable movement at i prediction horizon 
step (dimensionless). uj,target(k + i|k) is the target value for j MV at 
prediction horizon step, ujt(k + i|k) is the output value of process. 
uj,min(i), uj,max(i) are the lower and upper bounds for j MV at i prediction 
horizon step, in engineering units, in this case the manipulate variables 
were constrained to be between 20 and 80 % of their minimum and 
maximum capacity, in order to avoid oversaturation of the control 
action. 

The mathematical model of the controller, which includes both the 
state space predictor model and quadratic optimization problem, was 
implemented in Matlab. On the other hand, the Aspen Dynamic model 
was used as the plant model. The programs were linked through Simu
link’s AM simulation block, which enables advanced control strategies. 
The MPC controller model was imported into Simulink using the MPC 
toolbox, and the IAE calculation for tunning MPC controller was 
implemented in Simulink. The control scheme using a model predictive 
controller is shown in Fig. 3. The simulation scheme in Simulink for the 
model predictive control can be found in the Fig. S3 of the supplemen
tary material. The predictive controller parameters weights (wy

i,j, wu
i,j, wΔu

i, 

j), were adjusted to minimize the IAE value of the sum of bottom and top 
streams, like in the feedback control using PI controllers. 

6. Results 

This section presents the design and control results of the reactive 
column and conventional process. This section is organized into two 
subsections. The first part focuses on the comparison of the reactive 
distillation column with the conventional process, while the second part 
is focused on the control results of the reactive distillation column. 

6.1. Reactive distillation design results and comparative to conventional 
process 

As mentioned above, both the design of the conventional process and 
the reactive distillation process were carried out to achieve the physi
cochemical properties required by the jet-fuel according to the ASTM 
D7566-21 standard [23]. Due to the wide range of compositions capable 
of meeting this specification, a hydrocarbon distribution is considered 
suitable when the hydrocarbons meet the ASTM D7566-21 standard, 

which establishes that biojet fuel produced via the ATJ process must 
have a boiling point ranging from 205 to 300 ◦C at atmospheric pressure 
and a density between 730 and 770 kg/m3 at 15 ◦C. Fig. 4 shows the 
design results for the oligomerization reactor. Additionally, the design 
specifications for the column, compressor and reactor are shown in 
Table 4. It is important to note that initially, a sensitivity analysis was 
performed to determine a suitable temperature that benefits the pro
duction of C12 and other hydrocarbons such as C10 and C14. As can be 
seen in Fig. 4, the production of C12 slightly decreases at higher tem
peratures. This is beneficial for energy consumption, as it suggests that 
the oligomerization of ethylene is more efficient at temperatures around 
100–200 ◦C [61]. In this case, a temperature of 200 ◦C was selected for 
operating the reactor to ensure the gas-phase reaction of the reactant 
mixture along the reactor. Please note that this process is selective to C6, 
as can be explained by referring to Table 1. The results align with pre
vious studies, highlighting two reasons for the low yield of heavier hy
drocarbons. The first reason is related to the activation energy. As shown 
in Table 1, reactions 2 and 4, which correspond to C8 formation, these 
set of reaction have the highest activation energy and the lowest 
pre-exponential constants. This suggests that C8 is the most challenging 
compound to produce as it requires the most energy, thereby serving as 
the limiting step for the production of C12 and heavier hydrocarbons. 
The second reason is inherent to the oligomerization process. According 
to numerous studies, the degree of polymerization, or the formation of 
heavier hydrocarbons, greatly depends on the concentration of ethylene. 
Higher concentrations of ethylene favor the formation of lower molec
ular weight hydrocarbons since the chances of propagation reactions, 
which produce larger hydrocarbons, are diminished. Once ethylene is 
depleted, a mixture rich in low molecular weight hydrocarbons is left. 
The attempt to oligomerize these into larger chains encounters a similar 
effect to that with ethylene, where high concentrations limit the pro
duction of larger hydrocarbons. The formation of higher molecular 
weight hydrocarbons is further hindered due to the discrepancy in re
action temperatures. Higher temperatures are needed to produce 
heavier hydrocarbons [28,61,62]. These limitations provoke the recy
cling heavy hydrocarbons back to the reactor to boost propagation re
actions and enhance the production of heavier olefins. 

These drawbacks of the oligomerization reaction can be overcome 
using reactive distillation since it facilitates the continuous removal of 
ethylene from the reaction environment, thus encouraging propagation 
reactions. Furthermore, the variation in temperature at each stage pro
motes the formation of heavier olefins as can be observed in Table 5 
which shows the design parameters selected for the reactive distillation 
column obtained by the sensitivity analysis and the compositions ob
tained. It should be noted that the reactive distillation column should be 
operated at 15 atm, which is higher than the conventional process, in 
order to ensure that the reactions are mainly performed in the liquid 
phase, which is essential for a reactive distillation process. In this work, 
designs for 20, 30, and 40 stages were studied for the column. The re
sults of the sensitivity analysis are shown in Fig. 5. As aforementioned, 
the findings indicate that continuous product removal from the reaction 
medium, coupled with temperature gradients and internal recirculation 
due to the reflux and boil-up ratios, notably increase the production of 
heavier hydrocarbons. According to previous studies the biojet-fuel 
consists of a mixture of hydrocarbons ranged between C8- C16 where 
the most abundant are the C12 which provides the major properties to 
bio-jet fuel [63]. In the case of the conventional process, the properties 
obtained after hydrogenation of the oligomerization products were a 
boiling point of 121 ◦C and a density of 730 kg/m3. This boiling point 
indicates that the oligomerization products cannot be directly converted 
into bio-jet fuel. After hydrogenation, the appropriate fractions of hy
drocarbons that meet the desired properties (C8-C16 hydrocarbons) 
need to be purified. This suggests that only a small percentage of the 
hydrocarbons produced by the conventional process is suitable for 
bio-jet fuel. On the contrary, the properties obtained after hydrogenat
ing the products of oligomerization in the reactive distillation process Fig. 3. Control scheme using model predictive control.  
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(bottom products) resulted in a boiling point of 208 ◦C and a density of 
745 kg/m3. This indicates that the hydrocarbons obtained in the reactive 
distillation process can be directly used to produce bio-jet fuel without 
undergoing a fractionation stage, reducing downstream process costs. 

Based on the sensitivity analysis results, it was observed that the boil- 
up play a crucial role in determining the type of hydrocarbon that will be 
produced. For example, the reboiler duty load has a strong direct, effect 
on the production of C10, C12, and C14, increasing the production of 
heavier olefins for larger thermal loads. Based on these results, it is 

concluded that a reboiler duty of 200 kW is the most suitable for three 
main reasons: First, there is a satisfactory distribution of hydrocarbons. 
Second, it represents one of the lowest energy consumption levels at 
which the reaction can occur. Finally, lower energy consumption and 
temperatures improve the control of the reaction, as the oligomerization 
is an exothermic reaction. 

Lower reflux ratios have a positive effect on the production of C10 
and C12, resulting in a maximum mass flow rate of C12 at values close to 
40. For this reason, this value was selected. In terms of the feed stage, it 
was found that for feed stages lower than 15, the mass flows of C10, C12, 
and C14 in the bottom stream remain constant. C12 and C14 reach their 
maximum flows while C10 flows are minimized. Based on these find
ings, stage 7 is considered the optimal choice as it ensures high mass 
flow rates of C12 and favorable production of C10 and C14, leading to a 
satisfactory distribution of hydrocarbons at this stage. 

Regarding the reactive stages, when the number of reactive stages 
exceeds tray 7, the flows of all compounds in the bottom of the column 
remain constant. As a result, it is determined that the catalytic distilla
tion column should comprise 6 reactive stages, ranging from tray 2 to 
tray 7. It is important to note that the reactive stages graph represents 
the final stage of the reactive zone, assuming that the reactive zone starts 
at stage 2 (the first tray of the column) and concludes at stage 7. It is 
worth noting that in this case, the reactive zone is situated near the top 
of the column due to the exothermic nature of the reaction, resulting in 
lower temperatures in this region. This positioning facilitates better 
control of the reaction. Consequently, the condenser duty directly affects 
the production of heavy olefins exiting the column through the bottoms. 
Based on the results, it was concluded that a column with 20 stages is 
suitable for achieving the desired distribution of olefins. This determi
nation arises from the observation that the production of C12 does not 
vary significantly with additional stages. The final design parameters of 
the catalytic column obtained from the sensitivity study are presented in 
Table 5. Finally, the olefins distribution obtained with this design (refer 
to the lower right plot of Fig. 5) closely resembles that reported by Li 
et al. [37]. 

So far, it has been demonstrated that the oligomerization stage of the 
ATJ process can be intensified using reactive distillation. This intensi
fication brings benefits in the form of cost reduction, lower environ
mental impact, and improved safety, which were measured using the 
total annual cost, eco-indicator 99, and individual risk, respectively. 
Fig. 6 presents the results comparing the conventional and intensified 
processes under these three indicators. The results showed that the 
reactive column has significant cost savings compared to the conven
tional process. These savings originate from reduced utility costs, such 
as cooling water usage, electricity for pumping and compression, and 
overall energy consumption. It is important to note that, in order to 
obtain larger chain hydrocarbons, the conventional process necessarily 
requires a separation stage to recycle part of the hydrocarbons back into 
the process. This increases the number of equipment and energy 

Fig. 4. Effect of the temperature and reactor volume on production of C12.  

Table 4 
Design parameter for the conventional oligomerization process.  

Design parameter Value 

Reactor volume (l) 7 
Reactor temperature ( ◦C) 209 
Reactor pressure (atm) 3 
Reactor energy (kW) − 1682 
Colum stages 35 
Feed stage 17 
Reflux ratio 3.43 
Condenser duty (kW) − 349 
Reboiler duty (kW) 399.61 
Top mass flowrate stream (kg/hr) 1088 
Bottoms mass flowrate (kg/hr) 2243.33 
Temperature at top of the column (◦C) 64.06 
Temperature at bottoms of the column ( ◦C) 123.99 
Mass fraction at top of the distillation column [C6] 0.9999 
Mass fractions at bottom of the distillation column 

[C6,C8,C10,C12,C14,C16] 
[0.074, 0.493, 0.242, 0.11, 
0.073, 0.009] 

Compressor energy (kW) 28.77 
Heat exchanger energy (kW) − 136.63 
Heat exchanger temperature (◦C) 200  

Table 5 
Design parameter of oligomerization catalytic column.  

Design parameter Value 

Stages 30 
Feed stage 8 
Reactive stages 2–7 
Reflux ratio 40 
Reboiler duty (kW) 200 
Liquid hold-up (liters) 0.5 
Vapor hold-up (liters) 1 
Temperature at top ( ◦C) 92.2 
Temperature at bottom ( ◦C) 362.3 
Distillate flow (kg/h) 546.27 
Bottom flow (kg/h) 1697 
Mass fraction at top of the column [C4, C6] [0.94, 0.06] 
Mass fractions at bottom of the column [C10,C12,C14, 

C16] 
[0.241, 0.443, 0.267, 
0.049] 

Ethylene feed flow (kg/h) 2243.25  
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required by the conventional process. Additionally, it is noteworthy that 
the cost of the reactive distillation column alone is higher compared to 
the conventional process. This is due to the requirement of higher 
pressure in the reactive distillation column, resulting in the need for 
more expensive equipment. 

In terms of environmental impact, the intensified process has a 
smaller eco-indicator, indicating a lesser environmental impact. These 
improvements in environmental impact are associated with the reduced 
use of energy and electricity for pumping and compression. Considering 
these factors, the intensified process has 40 % and 60 % fewer eco-points 
when using electricity and steam, respectively. Among the main factors 
considered in the environmental study, the use of steel has the least 
environmental impact, in contrast to the effect associated with the use of 
steam and electricity. The results indicate a clear relationship between 
the EI99 and TAC to energy consumption, with this being the factor that 
contributes most to increasing the cost and environmental impact. 

It is important to emphasize that the results presented for both the 
total annual cost and the Eco-Indicator 99 are based on the assumption 
that all energy supplied to the process comes from fossil sources, such as 
natural gas. This represents the worst case from both economic and 
environmental point of view. However, these "worst-cases" scenarios are 
typically useful and simplify comparisons between different technolo
gies [64]. It’s important to bear in mind that the ATJ process converts 
lignocellulosic residues into ethanol and then into biojet-fuel. If some 
fractions of the biomass, such as the lignin, are used to supply energy to 

the process, both utility costs and environmental impacts from steam use 
would decrease. Similarly, the consumption of electricity or steam could 
be further reduced by implementing green technologies based on solar 
energy, or through heat and energy integration. While this study does 
not account for the use of green energy sources, it is worth mentioning 
that the environmental impact of the reactive distillation column would 
still be less, even with green energy use. This is primarily because this 
process consumes less energy than its traditional counterpart. Taking 
these factors into account, we believe that emerging biorefineries, 
focusing on biofuel production, should incorporate technologies that 
decrease both costs and environmental impact. 

In the case of individual risk, this index indicates that the intensified 
process is safer than its conventional counterpart, reducing the accident 
risk by up to 22 %. Key factors contributing to the individual risk index 
include the quantity of equipment, flammable compound concentra
tions, and operating conditions like pressure and temperature. The 
safety improvements of intensified process can be attributed to using less 
equipment for the oligomerization, which in turn reduces the process 
inventory and the likelihood of catastrophic failures leading to instan
taneous. However, the safety results also underscore that the catalytic 
column does not offer significant enhancements for instantaneous in
cidents, which can be explained by analyzing the operating conditions of 
the reactive column. It is crucial to note that the reactive distillation 
column demands higher pressure (15 atm) to facilitate some liquid- 
phase reactions, increasing the probability of pipeline ruptures and 

Fig. 5. Design results of catalytic distillation.  
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subsequent flammable material leaks, raising the likelihood of accidents 
like jet fires, flash fires, and toxic releases. 

6.2. Proportional-integral control results 

Based on the previous results, the reactive distillation column offers 
interesting improvements compared to the conventional process. Some 
of the most important benefits include an increase in the production of 
heavier hydrocarbons like C12. Moreover, it offers significant and 
interesting improvements in other aspects such as costs, environmental 
impact, and safety. However, a final factor that must be evaluated to 
consider the catalytic column as a potential candidate to replace the 
conventional process is studying the control of the process. This evalu
ation aims to assess its ability to resist disturbances while maintaining 
safe operating conditions and ensuring product quality. In this section, 
the results are analyzed using feedback and model predictive control 
techniques for the reactive column. 

As aforementioned, the parameter for the proportional integral 
controller (PI) were tuned using the minimization of IAE method. The 
results of the controller tuning are shown in Fig. S4 of the supplementary 
material. The control scheme is focused on controlling the composition 
of the most abundant compound in domes and bottoms of the reactive 
column, being in this case butene (C4) and dodecene (C12), respectively. 

The minimum IAE value for controlling C12 was found at 70 min for 
integral time and a gain of 10. The IAE became asymptotic and showed 
no significant improvement for gain values greater than or equal to 40. 
The optimal values for the butene controller were a gain of 30 and an 
integral time of 5 min. After tuning the controllers, they were simulta
neously implemented in the catalytic distillation column. Different set
point changes and disturbances to manipulable variables were tested, 
with changes of 1 and 5 %, to analyze the control system’s robustness 
and parameter tuning. The results of the disturbances for 1 and 5 % are 
shown in Figs. 7 and 8, respectively. 

As shown in Figs. 7 and 8, the control system, using PI controllers, 
effectively manages disturbances and adjusts to 1 % setpoint changes, 
whether these are increases or. The system never requires more than 10 
h to reach stability. However, it is important to note that despite 
reaching a stable state, the process dynamics are slow. Additionally, the 
system’s reactions to all disturbances are noticeably oscillatory. This 
suggests that the controllers could be operating in an over-saturated 
state, indicating that the variables being controlled are working at 
their peak capacity. 

When disturbances and 5 % set-point changes are introduced, the 
process does not always exhibit stable behavior. For instance, the con
trol system was unable to manage a 5 % set-point change for butene, 
hence its graph is absent. Additionally, the control system failed to 
handle a 5 % disturbance in the feed flow. However, it is crucial to 
highlight that this control system can handle both negative and positive 
disturbances of 5 % for the reboiler duty. This capability is extremely 
significant from an operational and safety perspective. Given the 
exothermic nature of the reaction, changes in energy consumption, 
particularly increases in reboiler duty, could potentially lead to haz
ardous operations or accidents. It’s also important to recognize that 
under this control system, the C12 composition in the bottoms is more 
sensitive to changes and displays a more oscillatory response. Despite 
this, the fluctuations in composition never exceed 5 %. On a positive 
note, the system successfully meets the required purity specifications for 
all the disturbance levels tested. This is crucial as maintaining these 
compositions is paramount to preserving the jet-fuel properties in 
downstream processes. Based on these results, it is concluded that the 
intensified process might be capable of operating under a conventional 
feedback control system. 

6.3. Model predictive control results 

Model predictive control consists of solving an optimization problem 
to predict and calculate optimal future process responses. The data for 
the state space model, which serves as the predictor model, were ob
tained from Aspen Dynamics. Random step changes were performed in 
the open loop on the manipulated variables, varying within +/- 10 % of 
their nominal value. These simulations spanned 295 h with a sampling 
time of 0.04 s, generating 7375 sampling points. Fig. 9(a) shows the step 
changes made to the reflux rate and the resulting dynamic responses of 
the output variables. This procedure was repeated for the other 
manipulated variables, including the condenser and reboiler duty and 
ethylene feed flow. The state space model was then constructed based on 
the dynamic responses to these step changes. The state space model 
obtained consists of 21 states, 3 outputs and 4 inputs. This model is 
presented in the supplementary material. Additionally, an accuracy test 
was performed to compare the dynamic responses of a nonlinear model 
(Aspen Dynamics simulation) and the linear model to random step 
changes. The accuracy test was performed for three output variables: top 
pressure, butene composition, and dodecane composition. The results of 
this accuracy test, focusing on disturbances in the reflux rate as a 
representative case, are shown in Fig. 9(b). It is important to note that 
both dynamic responses - linear and nonlinear - are very similar. In this 
case, the maximum difference between the two responses does not 
exceed 5 %. Based on the results, it is concluded that the state space 
model is suitable and can be used as a predictor. Accuracy tests results 

Fig. 6. Comparison of indicators results for conventional and intensifier olig
omerization process. 
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by disturbing the reboiler duty, condenser duty, and ethylene feed rate 
are shown in the supplementary material (Figs. S5–S7). 

The model predictive control (MPC) was implemented on a hybrid 
platform that links Aspen Dynamics with Simulink. Similar to PI con
trollers, the MPC controller also needs to be tuned. In this case, the 
tuning parameters are the weights of the objective function in Eq. (18). 
These parameters were tuned through a sensitivity analysis to minimize 
the sum of IAE for the dynamic responses of the butene and C12 loops, as 
there is no formal methodology for tuning the MPC parameters. Since 
the controller was designed using scaled variables ranging from 0 to 
100, the weight tuning range was set from 10 to 0.01. This range was 
selected based on previous works [65]. The MPC controller parameters, 
obtained through the minimization of IAE method, are shown in Table 6. 

Once the controller parameters were determined, similar to the PI 
controllers, disturbances of 5 % and 1 % were performed on the 
manipulated variables. The dynamic responses generated by this anal
ysis are shown in Figs. 10 and 11. For small set point changes and dis
turbances, the MPC can control the process with fewer oscillations than 
the PI controllers. This might be because the MPC controllers do not 
oversaturate the control action as the controller is restricted to move the 
variables between 20 and 80 % of their capacity. Note that both the MPC 

and PI controllers generally stabilize the process in a similar time frame, 
often around 10 h. This suggests that the process has a very slow dy
namic response but can be controlled without significant overshooting 
of compositions. As seen in Figs. 10 and 11, the MPC controller can 
control the process and stabilize the compositions around the nominal 
operating point for the compositions, but it may not precisely return 
exactly to the nominal value. However, the MPC maintains the com
positions around the nominal operating point without significantly 
affecting the mixture’s properties, especially at the bottoms. This was 
determined by calculating the TD86 boiling temperatures, which oscil
lated between 265 and 263 ◦C. Aspen Dynamics allows to calculate these 
temperature TD86. 

The MPC controller is efficient at controlling the process for small 
disturbances of 1 %. However, its performance worsens for larger dis
turbances of 5 % (refer to Fig. 11), resulting in highly oscillatory re
sponses and instability in many cases. This outcome was anticipated 
since the design of the MPC controller used a linear model, which 
typically offers better predictive accuracy for smaller disturbances. As 
the disturbance size increases, the linear predictor model’s accuracy 
decreases, underscoring the need for nonlinear models in future work. 

In order to objectively compare the controllers, Table 7 provides a 

Fig. 7. Set -point changes and disturbances on manipulate variables using a PI controller.  
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comparison of the Integral Absolute Error (IAE) values for both loops. 
The table focuses solely on disturbances at 1 %, since the performance of 
the MPC controller decreases with higher disturbances. Additionally, 
Table 7 presents the average IAE from the 1 % disturbances, both pos
itive and negative, simplifying the analysis of the results. Based on these 
results, a significant difference can be observed between the two types of 
controllers. For the butene composition control loop, the PI controller is 
superior, outperforming the MPC controller by up to 30 %. However, for 
the dodecene control loop, both controllers exhibit similar performance. 
For the bottom loop, the most significant difference arises when a 
disturbance in the ethylene feed flow is applied, while the performance 
for other disturbances remains similar. Thus, it has been concluded that 
the PI controller has the best performance for calculating the C4 
composition, and for the bottom compositions, both controllers perform 
similarly. 

Finally, based on the previous results for column control, choosing 
the most appropriate control strategy for the column is not a simple task, 
as it largely depends on personal preferences and specific control goals. 
Both control strategies - feedback control using PI controllers and pre
dictive control - have their respective strengths and weaknesses. For a 
control scheme that is easy to implement and has a strong track record in 
the industry, the feedback control strategy using PI controllers might be 
the most effective choice. The process of tuning PI controllers is rela
tively straightforward, and there are many methods documented in 
existing literature. Moreover, these type of controllers and control 
strategies can overcome the deficiencies and effects of poor models [66]. 
However, one inherent drawback is a phenomenon known as reset 
windup. This occurs as a consequence of a large, sustained disturbance 

that is beyond the manipulated variable’s range. In such cases, a phys
ical limitation (like a control valve being fully open or completely 
closed) prevents the controller from reducing the error signal to zero. As 
a result, the feedback control becomes essentially disabled. On the other 
hand, this windup in predictive control can be easily avoided by adding 
constraints into the control problem. In this work, control actions are 
constrained between 20 % and 80 % of the variables’ capacities. How
ever, tuning a predictive controller is more complex due to the increased 
number of variables that require adjustment. These include prediction 
and control horizons, sampling time, and variable weights. The main 
disadvantage of the linear predictive control implemented in this work is 
that it performs well when dealing with minor disturbances below 1 %, 
as the process behavior in this range aligns more closely with linear 
behavior. However, for larger disturbances, its performance is affected 
because the linear predictor (state-space model) is not able to 
adequately predict the process behavior, resulting in more oscillatory 
responses from predictive control and degrading its performance [60]. 
Utilizing nonlinear models for the MPC predictor could potentially 
enhance the controller’s performance, particularly in better controlling 
the compositions of the reactive column [66]. 

6.4. Challenges of the reactive distillation column 

Up to now, the simulation results, both in steady-state and dynamic 
conditions (control simulations), have shown that it is technically 
feasible to replace the oligomerization stage in the ATJ process with 
reactive distillation, dramatically improving the selectivity of the hy
drocarbons required for bio-jet fuel. However, there are some points that 

Fig. 8. Set-point changes and disturbances of 5 % using a PI controller.  
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need to be discussed and cannot be deeply addressed with Aspen Plus 
simulations. 

While the catalyst does not require prior activation but only reaching 
the required oligomerization temperature [32,34], we consider that the 
main challenge of this column lies in obtaining an appropriate catalyst 
support or distribution that allows achieving the required holdup in the 
reactive distillation column. Holdup is a crucial parameter in the reac
tive distillation process as it is associated with the residence time of the 
reactants for the reaction to occur. In this regard, considering the di
mensions of the column, we believe that the required holdups to obtain 
the desired hydrocarbons are relatively small (indicating a short resi
dence time), which poses a challenge in designing the catalyst to achieve 
these holdups. These holdups depend largely on the diameter of the 
column and the liquid height. A small holdup implies a small liquid 

height, which can lead to operational issues such as stage dry-out [22]. 
In this regard, the use of Computational Fluid Dynamics (CFD) tech
niques will be indispensable to find a suitable way to properly pack the 
reactive stages. 

Additionally, in the oligomerization process, pressure plays an 
important role, so the catalyst shape should also be a factor to consider 
for successful implementation. Therefore, we believe that the principal 
challenge for the implementation of this process relies heavily on the 
adequate catalyst design. 

7. Conclusions 

In this work, a novel reactive distillation column was proposed to 
improve the oligomerization stage of the ATJ process. To evaluate the 

Fig. 9. (a) Dynamic data used for system identification (b) Accuracy test results disturbing − 1 % on reflux rate.  

Table 6 
Design parameter of oligomerization catalytic column.  

Weights Manipulate variables Controlled variables 

Condenser duty Reboiler duty Reflux rate Top pressure xC4 xC12 

Output reference traking (wy
i,j), – – – 1 1 2 

Manipulate variable tracking (wu
i,j) 0 0 0 – – – 

Move suppression (wΔu
i,j ) 0.5 1 1.3 – – – 

Prediction horizon Control horizon Sample Time 
50 intervals 10 intervals 3 min  
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benefits of this equipment, it was compared to its conventional coun
terpart in economic, environmental, and safety terms. The results indi
cate that the intensified process offers savings in TAC of around 19 % 
compared to the conventional one, primarily due to significant re
ductions in utility costs. This includes less usage of cooling services, 
lower electricity consumption for pumping and compression, and 
overall energy savings. In terms of environmental impact, the intensified 
process has a smaller eco-indicator, resulting from reduced energy 
usage. Specifically, it leads to 40 % and 60 % fewer eco-points when 
using electricity and steam, respectively. From a safety perspective, the 
intensified process is safer, with a reduced accident risk of up to 22 %. 
This is mainly due to the use of fewer pieces of equipment, which re
duces process inventory and the likelihood of catastrophic failures. A 
control study was conducted using proportional integral controllers and 
model predictive control to assess the feasibility of operating this col
umn. The results demonstrated that it is possible to control this inten
sified equipment using both control strategies. However, the 
performance of MPC control was not superior when compared to the 
traditional proportional integral controller. This can be attributed to the 
fact that the linear model used for MPC control was not robust enough to 

capture the non-linearity of the reactive column. Therefore, it is 
concluded that, for this case, conventional control using PI controllers is 
better, as it exhibits performance up to 30 % higher than MPC when 
considering IAE as a metric. For future work, it is recommended to use 
combined design and optimization techniques to improve the design of 
the intensified column. It is also suggested to incorporate non-linear 
model predictive control to enhance the performance of the predictive 
controller, particularly for disturbances greater than 1 %. In this context, 
exploring the use of non-linear models with artificial neural networks 
could be a valuable alternative due to their high accuracy and rapid 
problem-solving. 
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G. Segovia-Hernández, J.R. Alcántara-Ávila, Comparison of intensified reactive 
distillation configurations for the synthesis of diphenyl carbonate, Energy 135 
(2017), https://doi.org/10.1016/j.energy.2017.06.156. 

[20] C. Ramírez-Márquez, G. Contreras-Zarazúa, J.A. Vázquez-Castillo, F. López- 
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